CLARIFICATIONS OF

“Supply Of Equipment For The Arbitration Committees For Consumer Problems Of The Ministry Of Industry And Trade In Turkey”

SUPPLY TENDER

EUROPEAID/121083/D/S/TR

Question 1

Does the selection criteria, regarding “Compliance with formal, administrative and technical requirements and Technical Capacity of the Tenderer” is valid for the whole consortium or non compliance of one the members of the consortium would result in the exclusion from tender? 

Answer 1

In Supply Procurement Notice in Article 15 the word “Tenderer” is in the meaning of “a single Tenderer” or “a consortium”. In the case of tenders submitted by a consortium, the selection criteria will be applied to the consortium as a whole.

-------------------------------------------------------------------------------------------------

Question 2

1.3. LASER PRINTER-2

In Technical Specifications defined for Laser Printer-2 at section 1.3., the Minimum Media Capacity is defined as 500 sheets for input and 500 sheets for output. 
It is kindly requested to change the Minimum Media Capacity of the printer as 500 sheets for input and 350 sheets for output as stated below: 

	Min. media capacity
	input: 500 sheets, output 350 sheets 


Answer 2

Please see Corrigendum No: 3. 
-------------------------------------------------------------------------------------------------

Question 3

1.4. APPLICATION SERVER CLUSTER 
In Technical Specifications defined for Application Server Cluster hardware at section 1.4., under the “Processor” tab, the processor is defined as “64 bit RISC or EPIC”. But just below this article, under the “PassMark Score” tab, “X86” definition is used for the processors score in contradiction. 
It is kindly requested to change the “PassMark Score” definition as follows: 

	PassMark Score
	64 bit processor (internally upgradeable to 4 (four) processors)

(Architecture of the processors shall be true 64-bit (not emulated))


Answer 3

The Tenderers should propose servers equipped with true 64-bit processors, based on real 64-bit architecture (not emulated). 

X86-compatible systems, offering only emulation of 64-bit processing, are not accepted.
Also please see Corrigendum No: 3. 

-------------------------------------------------------------------------------------------------

Question 4
1.4. APPLICATION SERVER CLUSTER 
In Technical Specifications defined for Application Cluster hardware at section 1.4, under the “Expansion Details” tab, the expansion slots is defined as 100 or 133 MHz. 
In all cases, it is clearly seen that any I/O slots that have 33MHz/64Bit bandwidth (which makes 264MB/s in total) is far enough for the Gigabit Ethernet adaptors’ bandwidth requirements. Gigabit Ethernet adaptor is given for example, because the resources are bieaten mostly by this component. The same can be proved also for Fibre SAN connections and such stuff. 
Following the arguments stated, it is kindly requested to change the requirement for I/O slots as follows; 


	Expansion Details 
	8 Hot-Pluggable 64-bit PCI-X slots 


Answer 4

64-bit PCI-X Slots @100/133Mhz are guaranteeing  the I/O performance  for Ethernet or SAN adapters, including the future-generation 4Gb/sec SAN or  Infiniband / 10Gb/sec Ethernet; high speed PCI-X will protect the investment, considering 5 years product lifecycle.

As the equipments offered by the tenderers should comply with the minimum requirements in the tender dossier, a minimum of 8 x hot-pluggable 64-bit PCI-X slots, running at 100 or 133MHz, are required to be physically present in proposed configuration.

-------------------------------------------------------------------------------------------------

Question 5
1.5 E-MAIL EXCHANGE CLUSTER 
In Technical Specifications defined for E-Mail Exchange Cluster hardware at section 1 5, under the “Processor” tab, hot-swappable CPU units is defined. 
The server solutions provided with hot-swappable CPU units are systems which are specially clustered with each other. By this way, non-interruption is supplied in case of a CPU failure. But this is not an industry standard solution for high availability, and also not a preferred solution because the system components placed on these kind of systems, such as CPU or RAM are non 64 bit CPU’s or DDR RAM’s. These components reduce performance of the system. In other words, performance is sacrificed for such a non-industry standard high availability solution. 
Systems providing same level high availability can be established with factory integrated coupling of servers. With using these types of solutions, both, high availability and performance is obtained for the system. 
At the same section, under the “Other” tab, the cluster system demanded to be clustered at hardware level. This article narrows the variety of solutions to be placed and puts the competition away. 
Regarding to these arguments, its is kindly requested to change the below requirements as follows: 

	Processor 
	4 (four) 32-bit or 64-bit Intel CPUs or equivalent in total with minimum clock speed of 1.6GHz. If an equivalent is proposed, the tenderers shall guarantee that the equivalent CPU supports the MS Windows Server 2003 Enterprise Edition (or equivalent) operating system).

	Other 
	The Cluster System shall include two computer systems for continuous availability. In case of hardware or software system failure, all capabilities required for system recovery should be provided. 
Provided high availability solution with the offered cluster system should be explained in details. 


Answer 5

Considering the functionalities of the system, requirement is to deliver a continous-availability server system with fault-tolerant capabilities, including full hardware duplication and zero server nodes switch-over time, so any hardware failure will be transparent for the system users. 

Tender requirements are minimal. Only equivalent or better technical solution fulfilling the minimum requirements is acceptable.
Also please see Corrigendum No: 3. 

-------------------------------------------------------------------------------------------------

Question 6
In Technical Specifications defined for E-Mail Exchange Cluster hardware at section 1.5, under the “Cahce” and “RAM” tabs, 512 KB L2 cache and DDR RAM defined. 
Due to performance requirements of the system, it is kindly requested to change the below requirements as follows: 

	Cache 
	mm. 2MB L2 cache per CPU 

	RAM 
	12GB DDR2 SDRAM in total, mirrored or in RAID configuration 


Answer 6
The tenderers are expected to offer their products against the minimum requirements stated in the TS. Equivalent or better technical solutions are acceptable. Increasing the cache memory to 2 MB may disturb the competition.
For the suggestion on “RAM” the min requirement is “12GB DDR” in the Tender Dossier. The better specifications are acceptable. 

-------------------------------------------------------------------------------------------------

Question 7
In Technical Specifications defined for Database Cluster Server at section 1.6., it is kindly requested to change the requirement for “Processor” as follows:
	Processor  
	Eight 64-bit processors RISC or EPIC architecture with CPU speed 1.6GHz, internally upgradeable to 16 processors without adding any new chassis or enclosure. 
Architecture of the processors shall be true 64-bit (not emulated).


Answer 7
The tenderers are expected to offer their products against the minimum requirements stated in the TS. This request may limit the competition, as few companies may comply with “without adding any new chassis or enclosure”.

Also please see Corrigendum No: 3. 

-------------------------------------------------------------------------------------------------

Question 8
In Technical Specifications defined for Database Cluster Server at section 1.6., it is kindly requested to change the requirement for “Internal HDD” as follows: 

	Internal HDD   
	4 x 73GB Hot-Plug Ultra SCSI  15.000 rpm (support mirrored disc structure)

	
	It should be possible to add 4 disks on the system for future upgrades

	
	RAID Controller, support RAID 0,1,5,1+0 and hot spare disks


Answer 8
The Server chassis should accommodate up to 8 (eight) internal disks – 4(four) disks will be delivered in the project, the other 4(four) disks will be ready for future upgrades, without adding additional hard disks enclosures.

-------------------------------------------------------------------------------------------------

Question 9
In Technical Specifications defined for Database Cluster Server at section 1.6., it is kindly requested to change the requirement for “Expansion Details” as follows, due to own a scalable system solution: 

	Expansion Details
	16 Hot-Pluggable PCI-X slots


Answer 9
Proposed server should comply with minimum requirements, only equivalent or better technical solution is acceptable. 

-------------------------------------------------------------------------------------------------

Question 10
In Technical Specifications defined for Database Cluster Server at section 1.6., it is kindly requested to change the requirement for “Storage Disk Array” as follows, due to expand the competition: 

	Storage Disk Array
	Database Cluster System, Application Servers and the Blade System will be connected to the Storage Disk Array, topology of the connection must be Storage Area Network (SAN) on Fibre channel

	
	All required SAN components for high-availability operation will be delivered, all data path from the servers and Blade system to the Storage Disk Array will be redundant, configured in load balancing mode. The Storage System shall be based on 200 Mbit/sec redundant Fibre Channel backplane, with minimum four back-end Fibre connections to disks.

	
	Throughput: min. 700 MB/sec for cache, 600 MB/sec for disks 

	
	IOP/sec performance: min. 100,000 IO/sec for cache, 10,000 IO/sec for disks 

	
	Storage Array should be manufactured by the same vendor as the Database Servers

	
	Storage capacity: 30 x Fiber HDD ; 22 disks will be configured in RAID 0+1, the other disks as additional raw storage capacity for snapshots, cloning or test purposes. HDD should be dual-port Fiber channel type, with capacity 146GB, 10000 rpm. The Storage Array System must be scalable to a minimum of 112 disks, by adding additional storage disk enclosures.

	
	Disk Controllers: 2 separate Storage Processors shall be installed in the Storage Disk Array, configured in High Availability (load balancing and failover mode). Each Storage processor shall be delivered with 2GB Cache memory with cache partitioning technology, battery backed-up for 72 Hours autonomy. Each Storage processor shall have two Fibre ports 200MB/sec for SAN or host connection interfaces.

	
	2 (Two) SAN switches with 8-ports each will be delivered, configured for high-availability and path failover operation.  All ports will have SW-GBIC installed. Switches will be delivered with redundant power supplies and fans.  The connections between the servers and the Storage Array must be done over the redundant fibre SAN switches.

	
	The disk controllers will support single parity RAID 0, 1, 5, 10 levels and double parity RAID (RAID 6 or better); The disk controllers must be delivered with the necessary software to create clones and snapshots of the active data.

	
	The disk controllers must be certified for the operating system of the proposed 64-bit and 32-bit servers.

	
	Adequate redundant, hot-plug fan and power supply with suitable cable

	
	The Storage Array System should be certified as compatible for correct operation when connected to the proposed servers, and MS Windows Server 2003 (or equivalent) Datacenter compatibility certificate shall be submitted with the proposal

	
	Storage Software:

Storage Array Management software (Array configuration, LUN management, snapshot and cloning, data path management for the connected servers) will be provided,


Answer 10

The Beneficiary required “120 disks” for future system data storage expansion (common for EMC, IBM, HP high end systems), so they need the Storage Array System to be scalable to a minimum of 120 disks. 

The Tender technical specifications are minimal. Proposed storage array should comply with minimal requirements. Only equivalent or better technical solutions are acceptable. 

According to the capacity of the Beneficiary each storage processor shall be delivered with 4 GB cache memory. 2 GB may cause problems. 

For the change request of “Switches will be delivered with redundant power supplies and fans.”; this is an essential requirement for Beneficiary’s IT system and this issue is further requested by their experts. The system needs those fans for the safety.

For the specification of double parity RAID (RAID 6 is better): RAID-6 (dual parity RAID) is a feature to protect against simultaneous FAILURE of 2 Hard disks. Because of large data capacity to be delivered in the project (30x146GB = 4.2TB Raw) can take 6-12 hours to rebuild the RAID volumes. As approximately 25% of disks failures are due to Storage-box specific phenomenon – like electromagnetic resonance, electrical failures at box level – IT IS POSSIBLE THAT a second disk fails during the 6-12 hours rebuild period!!! In such case, all data is LOST!!! Dual parity RAID (RAID4, RAID6) was invented by NETAPP, is supported also by IBM (Netapp OEM), Hitachi (and HP OEM-ing high end storage from Hitachi) and NEC…

-------------------------------------------------------------------------------------------------

Question 11
1.8 RACK CABINET 
In Technical Specifications defined for Rack Cabinet at section 1.6., it is kindly requested to change the requirement for “Specifications” as follows, due to expand the competition: 

	Specifications
	36U/42U Original Rack Cabinet, same trademark as the Servers and Storage products

	
	8 Port KVM IP Switch (10/100 Mbps ports)

	
	15”TFT / Turkish keyboard / Mouse console, same trade mark with servers

	
	The cabling will be ended in the central single cabinet and switch.

	
	All hardware in rack cabinet should be controlled with keyboard and mouse, the required KVM keys and hardware will be provided.

	
	The empty places in the cabinet should be closed with suitable panels. 

	
	Rack cabinet has the grounding unit. 

	
	Contractor should supply a UPS (rack mounted) that provide absolute power protection for 10 minutes for the hardware in cabinet.

	
	The two rack cabinets should be appropriate to accommodate all proposed servers, storage array and SAN components, tape library, UPS.


Answer 11
Rack console keyboard should support at least English keyboard with Turkish character sets.

-------------------------------------------------------------------------------------------------

Question 12
1.9.2 PORTAL SOFTWARE 

In Technical Specifications defined for Portal Software at section 1.9.2., it is kindly requested to change the requirement as follows, due to emphasize the industry standard integration solution “Web Services” and SOA: 

	For Portal Software the requirements will be determined by the Ministry and 4 (four) Arbitration Committees assigned by the Ministry. After analysing system requirements, a new Portal Application software will be designed according to the Ministry's demands, and will integrate within the current sanayi.net application software developed by the Ministry of Industry and Trade with web services.


In technical specifications, the integration between Portal Application Software and sanayi.net application is not defined. We expect that it will be beneficial in understanding of the project. Could the integration between the Portal Application Software and sanayi.net application be clarified? 

Answer 12
Sanayi.NET is a Web Based Database Application, Works on SQL 2000 database. Some parts uses FrameWork 2.0 and also some parts uses FrameWork 1.1 , for reporting purposes uses MS SQL reporting services and Crystal Report 9.0, has special authorization and authentication modules. All modules works in Ministry and its provinces organization. All development of Sanayi.NET is based on Object oriented Programming standards. The integration between Portal Application Software and  Sanayi.net application will be based on Sanayi.net’s Class library (each business logic is presented once), Sanayi.net authentication and authorization module, Sanayi.net Graphical User Interface and also Sanayi.net’s data warehouse,  etc...

-------------------------------------------------------------------------------------------------

Question 13
1.6. Project Team for software development: 

In Technical Specifications defined for Project Team for Software Development at section 1.6., it is kindly requested to change the requirement as follows: 

“The contractor shall provide minimum 3 (three) IT experts with following capabilities:” 

Answer 13
According to the mass of the project explained in the tender dossier  these number of experts needed. The quantity of the experts for the Project Team for Software Development at section 1.6.  remains unchanged: 
“The contractor shall provide minimum 6 (six) IT experts with following capabilities:” 
-------------------------------------------------------------------------------------------------

Question 14
Article # 1.1 – Personal Computers 
Subitem “Mainboard”: Intel 915G chipset or equivalent 

Are other chipsets, not Intel-branded (SIS, VIA, etc) accepted as equivalent, as long as the benchmark requirement (Subitem “PassMark score >300”) is satisfied? 

Answer 14
Please see Corrigendum No: 3. 

-------------------------------------------------------------------------------------------------

Question 15
Article # 1.4 – Application Server Cluster 
Subitem “PassMark Score: X86 64 bit processor “ in relation with  
Subitem ”Processor: Dual 64-bit RISC or EPIC”

As there is a contradiction between these requirements, can you please clarify if 64-bit RISC processors are accepted or not? 


Answer 15
Servers based on true 64-bit (not emulated) RISC processors are accepted. See Answer 3. 

-------------------------------------------------------------------------------------------------

Question 16
Article # 1.6 – Database Cluster Server
Subitem “Expansion Details: 11 Hot-pluggable PCI-X slots “

Is it acceptable to propose a total of 11 Hotpluggable PCI-X and PCI-Express slots? 
Answer 16
The system must be assessed and offered as a whole. Not to harm the system integrity as well as the competition, these are the minimum requirements in the dossier. The equivalent or better technical solutions fulfilling the minimum requirements are acceptable.

-------------------------------------------------------------------------------------------------

Question 17
Article # 1.6 – Database Cluster Server
Subitem “Internal HDD:… 4 free disk slots should be available on the system for  future upgrades” 

Please clarify if the 4 disk slots should be delivered in the project, or the proposed server architecture should allow future expansion to 8 disks, through future upgrades? 
Answer 17
The Server chassis should accommodate up to 8 (eight) internal disks.

See Answer 8.

-------------------------------------------------------------------------------------------------

Question 18
Article # 1.7 – Blade Server System 
Subitem “Blade Computing Units:… Internal HDD: 2x73GB Hot Plug…” 

As the Blade Server units are already Hot-swappable in the Blade chassis, please confirm if standard SCSI HDDs are acceptable. 
Answer 18
Standard SCSI HDD are acceptable. 

-------------------------------------------------------------------------------------------------

